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Within the Landau—de Gennes phenomenological theory, we study the influence of an applied electric field
with average strength E, on the position of a nematic line defect with topological charge M= i% in a hybrid
cell. We explore the biaxial structure of the defect core and we describe its expulsion from the cell upon
increasing E,. We show that prior to the expulsion the defect core displays dramatic changes for strong enough
surface anchorings. At a critical value of E,, the core broadens and merges into a surface layer with a large
biaxiality. This transition corresponds to the reconstruction of the nematic order already observed in the bulk
in response to an applied electric field. A similar order reconstruction could take place even in the absence of

defects, but at a higher threshold.
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I. INTRODUCTION

Defects in uniaxial nematic liquid crystals (LCs) have
long attracted interest [1]. Either they appear in response to
confining topological constraints or they are caught in meta-
stable states that arise as a result of a continuous symmetry
breaking. They play a vital role in new generations of LC
devices [2], where defects mediate the switching between
states stable in no field. In addition, defects exhibit many
universal features that make them attractive from a funda-
mental point of view [3]. To this regard, it should be noted
that the main reason for their existence is that the phase they
inhabit is achieved via a symmetry breaking transition,
which is commonly encountered in nature. Consequently, it
is perhaps not surprising that the first theory of topological
defects was developed in cosmology [4].

Topological defects in ordered media are singular regions
exhibiting order parameter configurations that cannot be
transformed into a homogeneous ground state via continuous
deformations. In the uniaxial nematic phase, defects are con-
ventionally classified according to their topological charge M
(also called the Frank index) [1]. This topological quantity is
determined in terms of the rotation of the nematic director
field n on either surfaces or lines enclosing the defect; it
most remarkably reveals the nature of a defect on the mac-
roscopic scale. Within the simple Frank theory [5], which is
constructed solely in terms of n, defects correspond to sin-
gular regions, where n is not uniquely defined.

The uniaxial nematic phase exhibits both point and line
defects [1]. Commonly observed defects carry a topological
charge M of strength either 1 or % The former are typically
point defects [6], while the latter are line defects. The region
where the LC ordering is apparently modified by the pres-
ence of a defect is the defect core: it is described by the order
tensor Q, which composes in one and the same representa-
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tion both uniaxial and biaxial states [7]. The notion of topo-
logical charge is lost within the defect core, as there the order
tensor field Q is continuous. The topological charge M we
assign to a defect is computed for the far nematic field,
which is assumed to be uniaxial.

The static core structure of point defects with M==+1 is
well known [8-12]. Tt commonly exhibits a biaxial core,
characterized by a cylindrically symmetric, ringlike structure
[13,14]. The transverse cross section of the ring associated
with a point defect with charge M=+1 has the same struc-
ture as a line defect with M= i% [15].

The structure, position, and very existence of a defect can
be controlled by external fields. In confined geometries with
weak anchoring conditions, defects could be expelled under
sufficiently strong fields without any structural change
[16,17]. It has also been shown that external fields can affect
the core structure of defects [18,19] and either stabilize or
destabilize different defect configurations [2,20]. Defects can
mediate structural changes [2] in confined LCs and strongly
affect the field threshold that triggers structural transitions. It
was further studied in detail how a line defect can be ex-
pelled for a weak enough anchoring [21] and the variation of
the defect core structure on approaching a surface [22].

In this work we study the influence of an external electric
field on a nematic line defect with M =—% within a hybrid,
planar cell [23]. The electric field tends to expel the defect
from the cell, whereas a surface anchoring condition opposes
this tendency. We calculate the critical field for the defect
expulsion as a function of the anchoring strength. We show
that for strong enough anchoring strengths the defect expul-
sion happens in two stages: first, the line defect explodes into
a plane defect close to the antagonistic boundary; then, the
plane defect leaves the cell. The former stage involves an
order reconstruction in a boundary layer, which in the pres-
ence of the defect takes place earlier than in its absence.
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The plan of the paper is as follows. In Sec. II, we intro-
duce the phenomenological model that we employ and we
describe the geometry of the problem and our parametriza-
tion. In Sec. III, we present the results of our study. In the
last section we collect our conclusions. Some technical de-
tails are recorded in the closing Appendix.

II. MODEL
A. Free energy

We use the Landau—de Gennes [7] phenomenological de-
scription of the mesoscopic nematic ordering given in terms
of a symmetric, traceless tensor [24]

3
QZE)\iei®ei- (1)
i=1

Here \; and e; are the ith eigenvalue and the ith eigenvector
of Q, respectively. In case of relatively weak distortions, the
system exhibits a uniaxial ordering, which is represented by

Q=S<n®n—%l). (2)

The unit vector n, also called the nematic director, points
along the local uniaxial ordering direction. The uniaxial or-
der parameter S quantifies the extent of fluctuations about
this direction.

The degree of biaxiality is measured by the biaxiality pa-
rameter 3, defined as [25]

6(trQ%)?
Q)

It ranges in the interval [0,1]. The value B*>=0 represents a
uniaxial ordering and 8?=1 an ordering with the maximum
degree of biaxiality. Note that trQ? is related to the determi-
nant of Q through the relation trQ>=3 det Q. Therefore the
maximal biaxiality criterion 8*=1 coincides with the condi-
tion that det Q=0, which further implies that at least one
eigenvalue \; equals zero.

We express the free energy of the confined nematic phase

Q:szVdV+f0'SdS

as the sum of a volume integral and a surface integral; the
corresponding densities are oy=0,+0,+0; and g, with

B=1 (3)

A B C
oy= Eter - gtrQ3 + Z(ter)Z, (4a)
L
oe=5|VQI2, (4b)
&
op=— EOE . ¢E, (4¢)
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w
o5= Q- Q). (4)

The bulk term o, enforces the uniaxial ordering described by
Eq. (2), where the equilibrium order parameter is given by

Seq(T)=%(1+\/1—2‘;C). (5)

The temperature T enters the model through the coefficient
A=A\(T-T:), where T is for the supercooling temperature
and A,, B, C are material constants. The elastic term o, pe-
nalizes the deviations from a spatially homogeneous texture
of Q. For simplicity, we limit attention to the approximation
of equal nematic elastic constants [7], where the elasticity of
the system is represented solely by L>0.

The presence of an external electric field E=—VU, where
U is the electrostatic potential, gives rise to the free energy
density 0. The quantity & is the electric permeability con-
stant and ¢ is the dielectric tensor, which describes the local
anisotropic response of the nematic ordering to E. One com-
monly expresses & as [24]

e=¢gl+¢,Q, (6)

where ¢; and g, are the isotropic and anisotropic dielectric
susceptibilities. We limit ourselves to consider liquid crystals
with &€,>0, which favor a nematic uniaxial ordering along
E. With this in mind, we rewrite oy in the following form:

0=-Le|VU e,V U-QVY). ()

The interaction at the interface between the LC body and
the bounding surfaces is described by the surface anchoring
density oy. Its strength is measured by the positive anchoring
constant W. The surface term favors locally an ordering de-
scribed by Q,, the form of which depends on the surface
preparation.

B. Geometry of the problem and parametrization

We consider a nematic liquid crystal confined within a
cell between two plane, parallel plates at the distance d,
:=2d, as shown in Fig. 1. The plates are placed at z==+d of a
Cartesian coordinate system. The coordinate axes (x,y,z)
point along the unit vectors (e,,e,,e,), respectively. We ap-
ply the voltage 2U,, across the cell, i.e., the applied electrical
potential is U, at the top plate and —U,, at the bottom plate.
The average electric field within the cell is thus E,=—E e,
with E,:=U,/d; it promotes the uniaxial alignment of the
nematic director along the z axis. The top plate enforces a
homeotropic anchoring. On the contrary, the bottom plate
enforces a homogeneous, tangential anchoring along the y
axis. The lengths d, and d, of the cell’s plates along the x and
y axes are much larger than d (d,~d,>d).

These boundary conditions are compatible with the ger-
mination of a line defect with topological charge M :—%. In
the simulation, we study the position of this line defect as a
function of E,. The defect is parallel to the x axis of the
simulation cell and the origin of the defect core is the point
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FIG. 1. (Color online) The geometry of the problem and the nematic texture for different values of E,. The cell’s plates are at z=+d. The
director field profile (dashed lines) and the contour plot of r (solid lines from inside the defect toward the bulk: r/gy=0.1, 0.2, 0.3, 0.4, 0.5,
and 1) for different values of E,<E.: (a) E,=0, z4=0; (b) E d/Uy=1.7, 7404/ d=-0.5; (¢c) E,d/Uy=2.9, z4e¢/d=-0.75; (d) E,d/U,
~3.2, z4ef/ d=-0.785; (e) E,d/ Uy=4.25,7z4.¢/d=-0.85. In the last texture the line defect has already grown into the biaxial layer (only the
pair of solid lines corresponding to r/gy=1 are shown). W/ Wy=5, d/ &,=4.

(Vgef»Zdef) 1n the (y,z) plane. The results we shall obtain also
apply to a line defect with M = %, equally compatible with the
imposed boundary conditions.

We consider nematic distortions enjoying the mirror sym-
metry with respect to the (x,z) plane at y=0, and with the
eigenvalues \; independent of the x coordinate. We further
study textures in which one eigenvector of Q always points
along e,. Therefore we assume that Q=Q(y,z) and y4;=0. It
is convenient to introduce the following parametrization [26]

Q=-2q1e,®e,+(q—gr)e,®e,+(q,+qr)e, @ e,
+qs(e,®e +e, ®e). (8)

The scalar parameters g; are related to the eigenvalues of Q

through the equations A\;=-2q, )\zqu—vq§+q§, and A3
:q1+yq%+q§. It is well known that the axis of the defect
core is marked by the exchange of two eigenvalues [15]. In
our setting, this exchange is characterized by A,=\3;, which
requires that

)

2 2
r=\g;+q;

vanishes. The off-diagonal term g5 represents the rotation of
the eigenframe of Q in the (y,z) plane with respect to the
cell’s frame. The defect core is essentially biaxial. However,
away from it, the texture is almost uniaxial and can approxi-
mately be described by the director field
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n = cos ge, +sin ge,, (10)
where
tan 2¢ = — B, (11)
q>

C. Scaling and boundary conditions

In addition to the cell width d,, the other important
lengths entering the problem are the biaxial correlation
length &, the field coherence length &, and the surface ex-
trapolation length d,. The biaxial correlation length estimates
the size of the defect core. If d/d, 21 (d/&Z1) then the
anchoring condition (external field) strongly influences the
orientational ordering. Following conventional definitions
[7], we express these lengths as

\/ &= \/808 2 —. (12)

For scaling purposes we introduce the dimensionless re-
duced temperature 6 as

T-T-
0:= s 13
where
B2
Tswi= Tw +
24A,C

is the superheating temperature. In the interval 6 € [0, 1] the
liquid crystal possesses metastable states and the isotropic-
nematic transition takes place at 6=8/9.

We scale the order parameters to

qo = Seq(T*“)

B _
4c
as q;=q;/qq, i=1,2,3. In this scaling the equilibrium order-
ing §=S8.4/qo is expressed as

§=1+\Vl-0=1,

and similarly 7=r/g,. We introduce the bare biaxial correla-
tion length as

L

b=\ 5=,
Bqy
and the quantities
B'ddd &40 2L

= N and UO =4

0 = N & .
64C3 “ & te;eg

Using them, we define the followmg dimensionless quanti-
ties: O=0/Q,, U=U/U,, W= 2 —=W/W,, with W,:=g,Bd.
We further scale all the lengths in units of d, i.e., y=y/d, 7
=z/d, and §0_§0/d. For briefness, we henceforth omit the

tildes. With these definitions we obtain the following expres-
sions for the dimensionless free energy densities
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0
frb=g(3qf+q§+61§)+2ql(q?—q2 )+ (3‘11""12"“12)2

(14a)
0, =&03q1 ,+ Gy + Gy + 391+ 5.+ q5.).  (14b)
o= §0{U2 + U2+ &, U (g1 - q2) +2U U g5
+Uq, + )1}, (14c)
os=W3q\ + 5+ 45+ 30 + 4 + 0y
-20391951 + 9292 + 934:3)], (14d)

where g;; and U,; denote derivatives with respect to the j
coordinate. In oy we expressed the preferred surface order
tensor Q, as Q in Eq. (8) with ¢; replaced by ¢,;, for i
=1,2,3.

In the scaling employed here, the uniaxial ordering is rep-
resented by the triple

b}

{ ) t tcos2e tsin2¢
q1-92:935 = 69 2 2 .
Accordingly, at the upper plate we enforce the uniaxial ho-
meotropic anchoring represented by ¢=7 and {¢,1,¢,,.93}
{6 - £ 0}. At the bottom plate we enforce the uniaxial tan-
gentlal anchoring represented by ¢=0 and {q,q,q53}
=, - O} The anchoring strength is set equal to W at both
plates

We obtain the Euler-Lagrange equations as stationary
conditions for the total free energy of the system: they are
recorded in the Appendix. These equations were solved nu-
merically by using the over-relaxation method [27].

In our numerical simulations we follow the position z4.; of
the line defect as a function of the average applied field E,.
We initially set the defect at the center of the cell for E,=0.
The defect is stabilized within the cell for W 0.3. The con-
ditions at the bounding plates are enforced by the appropriate
surface equilibrium equations at z=+d. On the lateral walls
at y=+d,/2, we prescribe free boundary conditions. We var-
ied the value of d, to identify the behavior of the equilibrium
configuration in the limit as d,— .

II1. RESULTS

The simulations were carried out in the deep nematic
phase. The scaled temperature is set equal to §=-8, corre-
sponding to r=4 and §;=2¢,. Further we set g,qy/€;=0.3,
and we consider cells of thickness d,=8¢, and d,=16¢,.

We first focus on the defect structure for E,=0. Except for
very weak anchorings (i.e., for W/ W;<0.3), where a homo-
geneous, defect-less texture has lower free energy than a
defective texture, the defect is stabilized in the center of the
cell, see Fig. 1(a). We indicate with dashed lines the orien-
tation of the principal eigenvector of the tensor Q determined
by Eq. (11). The defect core is represented by the contour
plot in the (y,z) plane of the function r=r(y,z) defined in
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FIG. 2. Plots of (ygef,2), 7(y>2def)s B*(Vaer-2), and B(Y,2ger)
revealing the core structure of the line defect. For E,<E,, these
graphs evoke circular profiles in the corresponding contour plot in
the (y,z) plane. The departure from such a circular symmetry be-
comes apparent when the defect separation from the plate is com-
parable with &,. (a) Comparison between the y and z dependencies
of the core structure for zg;=0 reveals a slight asymmetry, (b)
Comparison between the core structures for z4.;=0 (right) and zg.¢
=-0.85 (left). W/Wy=5, d/ {=4.

Eq. (9). At the given temperature, one finds that r~ 2¢, far
away (in terms of &,) from the defect center. On approaching
the defect, r monotonically decreases and equals zero at its
axis. A more detailed analysis of the defect core, also show-
ing the degree of biaxiality, is given in Fig. 2(a). There, we
plot both r and B> across the defect in both z and y direc-
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tions. At the defect center, r=0 and $°=0. On increasing the
distance p=/(y—ygep) >+ (2—24e)* from the defect, the degree
of biaxiality 8> at first gradually increases; it reaches its
maximum value 8°=1 for p~ &,. Upon further increasing p,
the uniaxial ordering with B?=0 is asymptotically ap-
proached. On the contrary, r correspondingly increases and
finally saturates at a uniform value.

Thus, the defect center is uniaxial as in Ref. [8]. It is
surrounded by a strong biaxial region, peaked at p~§&,,
which approximately exhibits a cylindrical symmetry about
the x axis through the point (ygef,Zger). FOr p= &, an almost
perfect uniaxial ordering is realized. Note that the apparent
departure from the perfect cylindrical symmetry in Fig. 2(a)
is due to the cell confinement along the z axis and to the
approximate equality of d and §&,. As the ratio d/ &, increases,
the core becomes gradually circular in the limit as d/§,
— 0,

For E,> 0, the established electric field tends to enforce a
homogeneous nematic alignment along the z axis. Conse-
quently, with increasing E, the defect is pushed toward the
bottom plate. We say that the defect is expelled from the cell
when zg=—d, i.e., r(0,—d)=0. There are two qualitatively
different expulsion scenarios, depending on the anchoring
strength. If the surface anchoring strength is weak enough
(i.e., W/Wy=0.5) then the line defect is expelled, accompa-
nied by rather minor changes in the core configuration, as
already shown by Biscari and Sluckin [21]. On the other
hand, for strong enough anchorings, the defect exhibits dra-
matic changes in the core shape, as shown in Figs. 1(b)—1(e).

In the following, we limit our discussion to intermediate
and strong anchorings, i.e., W/W;>0.5, focusing attention
on the surface biaxiality promoted by the defect. The core
structure is relatively weakly influenced by E, when the de-
fect distance from the plate is larger than &,. This is well
shown in Fig. 2(b), where the core structures for z4;=0 and
d-24,¢=0.15d ~ &, are superimposed. For E, SE, the nem-
atic ordering within the main portion of the cell becomes
mostly uniaxial, almost perfectly aligned along the z axis. At
the same time the contrasting anchoring tendency at the cell
plate tends to establish a biaxial layer of thickness ~§, for
strong enough values of E,. For d—z4.s< &, the core structure
and the surface biaxiality become apparently mutually af-
fected, as shown in Figs. 1(c) and 1(d). In particular, Fig.
1(d) shows the interference between core and surface biaxi-
alities.

The degree of surface induced biaxiality is sensitive to the
presence of the defect. To quantify the influence of the sur-
face on the defect structure, we follow in Fig. 3 the change in
both the width &, and height &, of the defect core as the wall
is approached. We formally define §, and §, as the distances
along the y and z axes, respectively, between the defect cen-
ter and the point where 8?=1. One sees that & is only
slightly affected, while &, diverges as the wall is approached.
Therefore the contours representing the defect core become
increasingly prolate in the y direction. Finally, the defect
core merges with the biaxial layer and can no longer be
distinguished from it [see Fig. 1(e)].

We henceforth refer to the configuration with a line defect
as the LD texture. Upon increasing E,, this texture is con-
tinuously transformed into a qualitatively different configu-
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FIG. 3. Variation of the defect core size as z4.; approaches the
cell wall at z=—d. The lengths §, and & estimate the core size along
the y and z axes, respectively. W/ Wy=5, d/§&,=4.

ration at Ea:E:. In the emerging texture, the tensor Q ex-
hibits a diffused order reconstruction: its principal
eigenvector n is perpendicular to the plates in the larger up-
per part of the cell, whereas it is parallel to the plates in the
rest of the cell. These different regions are separated by a
plane defect, on which g,=0. We refer to this configuration
as the plane defect (PD) texture. For later use, we also intro-
duce the no defect (ND) texture. This texture is as compat-
ible with the anchoring conditions as the LD texture and
exhibits spatial deformation only along the z axis. For E,
=0, it is essentially uniaxial, and ¢ varies linearly between
the plates. For a weak enough E,, this texture corresponds to
the global minimizer of the system.

The transition between the LD and PD textures is mani-
fested in a change of slope in the graph of z4.;=z4ef(E,), as
shown in Fig. 4. The steeper part of this graph reflects the
movement of the line defect in the LD texture. At the thresh-
old field E,=E,, the linear defect becomes a surface, planar
biaxial layer. As E, is increased above E,, this plane defect
gradually approaches the lower plate. Therefore for EagE:
the nematic texture exhibits only spatial variations along the
z axis. This is reflected by the decreased slope of the graph of
Zaet=Zdef(E,). At the critical value Ea=EC>Ej, the plane de-
fect is eventually expelled from the cell.

The function z4.4=z4.#(E,) does not exhibit a qualitative
change in behavior as W is varied, provided that W/ W,> 1.
For any given value of W, z4(E,) exhibits two different
regimes, characterized by a different degree of steepness in
its graph. The critical value E. monotonically increases with
increasing anchoring strength, as shown in Fig. 5. We also
checked the behavior of E, as a function of the cell thickness
d,. For this purpose we calculated E, for cells of thickness
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FIG. 4. The position of the line/plane defect as a function of E,
for different values of W; d/§&,=8.

d,=8¢, and d,=16&,. We obtained the same E, to within an
accuracy better than 1%.

We further show that the line defect promotes the forma-
tion of a surface layer with a large degree of biaxiality as E,,
is increased in the regime studied here. This phenomenon is
universal and valid for a sufficiently strong anchoring, i.e.,

80 T y T

E.d /U,

wiw

0

FIG. 5. (Color online) The critical potential E, as a function of
the anchoring strength W; d/&,=8.
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FIG. 6. The comparison between three qualitatively different
nematic configurations: line defect (LD, solid lines), no defect (ND,
dash-dotted lines), and plane defect (PD, dashed lines). (a) The z
coordinate of the line/plane where ¢,=0 plotted against E,d/U,. (b)
The total free energy, deprived of the field contribution, plotted
against E,d/U,. Here d/ &,=4 and W/Wy=1 or W/Wy— .

for W/ W,z 1. To show this, we compare in Fig. 6 the evo-
lution for increasing E, of the three relevant textures:
namely, LD (solid line), PD (dashed line), and ND (dash-
dotted line). To emphasize the role of the PD texture in the
defect-enhanced surface biaxiality, we calculate it for all val-
ues of E, by enforcing ¢3=0, that is, ¢=0, and by prescrib-
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ing a homogeneous texture in all planes parallel to (x,y).
This texture exists and can be stable only for large enough
values of E,. Our numerical simulation suggests that below
E, the PD texture is either unstable or weakly metastable. To
test its stability we relaxed the constraint ¢g;=0 in the PD
texture, which then gradually transformed into the LD tex-
ture for E<E,.

To monitor the characteristic structural changes we follow
the position of the set where ¢,=0 (either line or plane) as E,,
is increased. Note that in the ND texture the plane ¢,=0
identifies the surface with (p—— in the LD texture it marks
the position of the line defect, and in the PD texture it iden-
tifies the plane defect. We see that as E, is increased the LD
and PD textures become identical at E, E , where E ~2.8
for W=W, and E ~3.8 as W— . Above th1s crltlcal field
the defect is transformed into a surface layer with large bi-
axiality. In the absence of defect, the formation of a surface
layer takes place at higher voltages. Figure 6(a) shows that
the PD and ND textures merge at the critical field E, E
where E "~8 for W= W, and E ~8.8 as W— . Thus, the
drfference between E and E is relatively large for any W,
provided that W/ Wogo 5. Flgure 6(b) compares the free en-
ergies of the three textures, revealing the continuous struc-
tural transitions LD-PD and ND-PD. In this figure we plot
the excess free energy, where the contribution of the field on
a texture homogeneously aligned along the z axis has been
subtracted. This makes it easier to compare relatively small
energy differences between the different textures involved.

The ND texture plays the role of a case of comparison: it
is transformed into the PD texture when E, reaches E, ; the
surface plane defect thus formed is then expelled from the
cell when E, reaches E_; in all cases studied here, E <E
<E,.. For W sufﬁcrently large and E "<E,<E,, the surface
biaxial layer bridges two uniaxial states one homeotropic in
the bulk and the other planar on the boundary, by an ex-
change of eigenvalues in the order tensor Q with fixed eigen-
vectors. In the present planar geometry, this phenomenon is
known to happen in the bulk and it is often called the order
reconstruction [28-33]. Our model suggests that a similar
phenomenon could appear on surfaces with sufficiently
strong anchoring. For E, >E , the PD texture has in the bulk
the same appearance as the ND texture for E, /E . We
could interpret the LD-PD transition as a ‘“‘surface” order
reconstruction induced by the line defect explosion.

IV. CONCLUSIONS

We studied the expulsion from a nematic cell of a line
defect with topological charge M= =+ 2, obtained by applying
an external electric field. We focussed attention on the inter-
play between the defect and the surface. We adopted a
Landau—de Gennes approach, formulated in terms of an or-
der tensor. In the absence of the electric field, the defect was
stable within a planar cell with plates enforcing hybrid
boundary conditions. We assigned a uniaxial homeotropic
anchoring at the top plate and a tangential uniaxial anchoring
at the bottom plate; the anchoring strength was W at both
plates. We considered the case where the curvature of the
line defect is negligible on the scale comparable to the cell

031708-7



AMBROZIC, KRALJ, AND VIRGA

thickness d,. We further assumed that the local environment
of the defect is dominated by the anchoring boundary condi-
tions. Therefore a possible neighboring defect is farther from
it than d,. We applied an electric field along the cell’s normal
(precisely, along the z axis, while the defect was along the x
axis) with average strength E,; this field tended to expel the
defect from the cell.

We showed that in the absence of the external field the
biaxial defect core exhibits locally an almost circular cylin-
drical symmetry. The axis of the defect is uniaxial with a
negative order parameter and it is surrounded by a cylinder
characterized by the maximum degree of biaxial ordering
(B*=1). For a strong enough anchoring (W/ W, ,0.5) and for
equal anchoring strengths at both plates, the defect is cen-
tered in the middle of the cell. As the strength of the external
field is increased, the defect progressively approaches the
bottom plate. When the distance dgep=d—|z4f| between this
plate and the defect becomes comparable to the biaxial cor-
relation length &,, the defect starts to grow. While the size &,
of the core in the z direction remains essentially the same,
the size ¢, in the y direction monotonically increases with
decreasing d.s. At Ea:E:, the value of §, diver*ges, signaling
a nematic order reconstruction. At E,=E.>E_, the surface
reconstruction plane is expelled from the cell. We identified
the critical threshold Ei*, defined as the value of E, at which
the biaxial surface layer would be indifferently produced ei-
ther by the plane defect squeezed by the field on the antago-
nistic surface or by a defectless texture.

For the set of material parameters used in our simulations
we observed a nearly linear variation of the electric potential
across the cell (i.e., an almost uniform electric field). The
only slight departure from this behavior was observed in the
neighborhood of the plane defect for E,>E. in the vicinity
of the bottom plate. A similar behavior was already found in
the general, analytic study of the regime following Freeder-
icksz’s transition, performed in Ref. [34] under the assump-
tion of strong anchoring. This regime was also studied by
Mottram and Hogan [35], who showed that high fields can
induce a partial surface melting.

A natural question is whether our simulation describes a
realistic scenario within a typical hybrid cell with tangential
anchoring on one plate and homeotropic anchoring on the
other plate. Assume that the LC is quenched from the isotro-
pic to the nematic phase within the cell. Soon after the
quench, by symmetry breaking, line defects dominate the
scene [36,37]. Individual defects that are not too close to one
another tend to straighten up to equalize the elastic distor-
tions in their vicinity. By topological and energetic reasons,
the most probable scenario is a sequence of line defects in a
given direction with alternating charges M=+ % For a strong
enough anchoring, one such sequence, where the distance
separating the defects is on average larger than the cell thick-
ness, might get caught into a metastable state. In this case,
the neighboring defects of opposite topological charge are
elastically decoupled by the surface screening effect [38]. An
applied electric potential on the cell plates also introduces a
kind of screening effect because with increasing potential the
region surrounding a defect becomes dominated by the im-
posed electric field. Our simulation describes reasonably
well such an isolated and stabilized defect, where the x axis
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is set along the average local line defect orientation (on a
scale comparable to the cell thickness).

The first conclusion of our paper is that a line defect is
expelled by an electric field in two stages: first its core ex-
plodes into a biaxial wall, then, for higher field strengths, the
wall is expelled. The second conclusion is that for fields
strong enough, both in the presence and in the absence of
defects, two competing anchorings can be bridged by surface
order reconstruction. Both types of surface order reconstruc-
tions have been observed experimentally [39] and simula-
tions have been conducted on the absorption of a bulk biaxial
wall onto a bounding surface [40]. Here we gave a proof of
principle that the presence of defects lowers the threshold for
surface order reconstruction.
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APPENDIX: EULER-LAGRANGE EQUATIONS

The bulk equilibrium equations in the dimensionless pa-
rametrization of the free energy functional adopted here read
as

Qi,yy+Qi,zz+gi+hi=Os i=1,2,3, (Al)
where
_1] e a+ai-3¢ 0GB+ 6+ a)
$17217 6 3 2 ’
(A2a)
1) o 3+ g5+ 45
82= _2{_ % +2q19, - 4:04) 2‘12_% . (A2b)
0
1) 0 93341 + 45+ 43)
=51-— +2 - (, (A2c
83 53 6 91493 B ( )
8l
hy = 6—;(U§ +U2), (A2d)
€a 2 2
h2:_(_U\v+ U7)’ (Aze)
2t > <
8(1
hy= TU,},U’Z. (A2f)
The surface equilibrium equations for g; at the bottom plate
(z=-1) are
W( t) 0 (A3a)
- - = b a
91,z 5(2) q1 6
w t
D=2\ 2t5 )= 0, (A3b)

0
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w
q3.— 593=0. (A3c)

0

The corresponding equations at the top plate (z=1) are

+W< t) 0 (Ada)
Mo -L)zo. a
q1,z g(z) q1 6
W Q2 t)
+=| 2 -<]=o0, A4b
12 §§(r 2 (A4b)
93.+ 593=0. (Adc)
0

In the strong anchoring limit as W— <o, it follows from Eqs.
(A3) and (A4) that correspondingly ¢q,(x1)—1/6, g,(x1)
— +1/2, g5(x1)—0.
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The bulk differential equation for the electric potential,
following from the condition that div E=0, is given by

[1 + Sa(ql - q2)]U,yy + [1 + Sa(ql + q2)]U,zz

+2g,q3U y, +h, =0, (A5)

where

hy=2q1y= @2y + @3 )U y+8,(q1 .+ G2+ q3,)U .
(A6)

At the plates the potential is prescribed as U|,_.;=%U,,.
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